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ABSTRACT 
Novel advancements in design processes, such as broader consideration of context and culture to address 
complex global challenges, along with the emergence of generative AI to aid in ideation and iterative 
prototyping, necessitate equipping design students with a deep understanding of the people and societies 
they serve, as well as responsible AI usage. Speculative design practices harness the power to envision 
collective, ideal futures, which is helpful in addressing complex, wicked problems, however, the practice 
has been accused of producing Western-centric outputs. Generative AI presents an additional challenge 
in developing culturally relevant design solutions given its inherent biases limiting designers' 
capabilities. This study employed a mixed-method approach to investigate how designers can utilise AI 
technology to visualise culturally relevant depictions of the future and create speculative design outputs 
solving wicked, culturally driven problems. The results showed a clear need for integrating AI into the 
design process and highlighted the current pitfalls of AI image-generation platforms. The proposed 
design process addresses these gaps by leveraging ethnographic research principles to create 
contextually based generative AI outputs for speculative design ideation. This process allows designers 
to robustly imagine how future trends and technologies fit into wider cultural contexts. It exemplifies 
the view that responsibly engaged AI technologies augment human abilities, providing a new layer of 
intelligent sociocultural considerations for creatives to reference in their design process and evaluate 
with affected communities. 
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1 INTRODUCTION 
Designers and creatives have begun to employ generative AI platforms for tasks that would have 
previously been carried out by humans, potentially altering creative processes [1]. Particularly, 
generative AI is being integrated into the initial stages of a design process for exploration, ideation, and 
digital prototyping [2, 3]. As a result, there is a rising necessity for design educators to include AI literacy 
in their curricula to ensure students are integrating the technology collaboratively and are prepared for 
the job market, especially considering creative professional work is at a high risk of automation [4]. In 
addition to educating students on AI technology, the scope of design is expanding to include creative 
solutions for complex, wicked problems - many of which tend to be culturally determined [5]. It has 
been argued that the nature of global problems has evolved into a network of connected issues that 
designers should engage with as a system [6]. This skill can be acquired by analysing how communities 
are affected by an issue as a whole and carving out the space for those affected to be involved in the co-
design and co-production of the solution [6]. Moreover, the nature of wicked problems that designers 
engage with often requires creating innovative solutions to solve for ‘value divergence,’ defined as 
stakeholders’ conflicting values in the face of complex issues [7]. These notions point to a need for 
design educators to impart a deep understanding of the context students are operating within to design 
interventions that tackle system-wide wicked problems whilst including diverse stakeholder 
perspectives and culturally specific environments. The rise of generative AI in the creative field presents 
a challenge because AI technology, as it is currently produced, is unable to meet the needs required to 
co-creatively design solutions for diverse stakeholders and global environments. AI technology is 
known for propagating cultural biases and Western perspectives [8] limiting its ability to handle complex 



 
 

EPDE2024/1198 

and wicked problems presenting potential dangers in its application to the design process. Therefore, 
when it comes to the implementation of generative AI platforms in the design process, there is a rising 
demand for creatives to be provided with guidance on ethical AI usage in design [9] and responsible co-
creation with generative AI to enhance creativity and innovation [10]. Efforts have been made to ensure 
an ethical approach to the development and deployment of AI [11], however, how these efforts are put 
into practice is dependent upon their application and requires more research into ethical AI use for 
design. Nevertheless, although flawed, AI technology holds the power to collaboratively produce 
culturally relevant, future-forward solutions alongside designers. The field of AI ethnography proposes 
an anthropological study of datasets to ensure AI models are capturing the diversity, culture, and values 
of humans. Through the practice, we can analyse datasets used to build models and pinpoint where the 
issues of missed cultural representations occur [12]. More research is needed to learn how to use AI to 
assist in designing for cultures other than our own and further contextualise future innovation by 
developing diverse and representative datasets. In addition, to untangle wicked problems, speculative 
design presents a potential solution enabling designers to apply foresight practices to create probes that 
challenge the limits of our existing systems and provide new forms of visual representation of 
technology, opening up a variety of possibilities for debate [13]. However, like generative AI, 
speculative design as a discipline has been criticised for creating outputs made ‘by, for, and through the 
eyes of the western, intellectual, middle classes,’ dealing with issues tangible to its own privileged 
audience and failing to work with surrounding communities [14]. Although speculative design has the 
potential to be a tool that makes imagining futures and provoking discussion surrounding wicked 
problems accessible to all, these critiques must be addressed for the practice to live up to this potential. 
In summary, designers are increasingly being tasked to solve complex, culturally driven wicked 
problems that require a deep understanding of diverse stakeholders’ perspectives and environments to 
solve. The rise of AI technology’s integration in the creative process presents a challenge in developing 
these solutions given its biases that limit the designer’s capabilities in creating culturally relevant 
outputs. There is a demand for design educators to propose new creative processes that integrate AI in 
a culturally sensitive way to solve complex, wicked problems. Further research is needed to understand 
the combined capabilities of AI ethnography and speculative design in a design process to address these 
gaps. Therefore, in this study, we aim to investigate how designers can harness AI technology to 
visualise culturally relevant depictions of the future to create speculative design outputs in order to 
ultimately solve wicked, culturally driven problems. The guiding research questions read as follows: 
 RQ1: How are design students currently utilising generative AI technology in their creative 

process? 
 RQ2: How can a creative process be designed to promote cultural relevancy and reduce bias in AI 

image generation for creative outputs?  
 RQ3: How might we utilise generative AI technology to speculate about contextualised future 

scenarios for creative output inspiration? 

2 METHODS 
2.1 Participants 
A total of 15 students were recruited from a postgraduate campus class for a questionnaire, using 
convenience sampling in the School of Art, Design, Media by invitation. As students took a course about 
learning how to use AI image generators for creative outputs including product design, futures scenario 
building, and artistic pursuits, they held prerequisite knowledge on AI technology for the design process, 
providing this research with deeper insights on AI usage. Three researchers from this study (and 
postgraduate Design Engineering students) participated in the subsequent auto-ethnographical phase of 
the investigation. 

2.2 Research design 
To best pursue the aims of this research, the study employed a combination of both quantitative and 
qualitative methods in an explanatory sequential design where a quantitative study phase was used to 
inform a qualitative investigation [15]. This design is widely employed to evaluate the effects of context 
and various influences in which one method enriches another for a robust and comprehensive analysis 
[16]. The study consisted of two stages. In the first, a small-scale exploratory questionnaire was shared 
with a class of postgraduate design students with background knowledge in AI image generation to 
gather data on their generative AI usage and validate the research mandate. Following the questionnaire, 
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a qualitative auto-ethnographic approach was employed to further investigate the capabilities of 
introducing AI in a design process to contextualise the images generated and produce culturally relevant 
speculative design outcomes. First, an autobiographical method was utilised to test and select an 
appropriate image generation platform for the research aim. Subsequently, a criterion was crafted by 
which to evaluate the generative AI outputs to be able to detect the level of cultural relevancy of the 
intended context. The last phase consisted of producing culturally relevant speculative imagery 
grounded and informed by future trends. 
 

3 FINDINGS AND DISCUSSION 
3.1 Exploratory questionnaire results 
The questionnaire aimed to uncover how students in a postgraduate design program are currently 
employing generative AI technology, considering the tools and platforms they are utilising, and their 
opinions on AI integration into the design processes. The questionnaire was completed by students 
specialised in diverse design fields including product design, urban design, game design, animation, and 
AI computer engineering with a foundational understanding of AI image-generation. 67% of students 
had utilised AI image generation products before and 33% of respondents mentioned Stable Diffusion 
as their most used product. 47% used AI to generate image/video for animation design and when asked 
what they found most challenging about AI, the majority of respondents selected “prompt writing” and 
“getting a desired outcome” as their answer. However, 87% of respondents were likely to extremely 
likely to use AI again in a future creative project. Lastly, when asked if design students saw any issues 
in using generative AI products for creative ideation and inspiration, respondents answered with “ethical 
and copywriting issues”, “lack of control”, “the amount of tweaking you can do with some of the tools 
can be quite overwhelming and post-processing is often necessary to get decent results''. These results 
show a clear need and enthusiasm by design students to integrate AI technology into their creative 
process, however, students raised valid concerns regarding responsible and ethical AI usage, further 
validating the research aim to investigate the potential of a design process that integrates AI in a 
culturally appropriate and sensitive manner.  

3.2 Initial Generative AI Platform Experimentation 
Research tells us exposing design students to cutting-edge technology, including its foundations, uses, 
and development can stimulate innovative solutions to wicked problems [17]. This investigation fulfils 
the students’ needs found in the questionnaire by providing them with a structure to ethically incorporate 
AI into their practice promoting a stimulus for students to design solutions to wicked problems. 
Therefore, our second research aim was to investigate how AI can be incorporated into the design 
process to increase cultural relevancy and reduce the chance of bias. To do this, it was imperative to 
develop a process that facilitates culturally sensitive outputs operating within current AI technology 
offerings. We began by identifying Stable Diffusion Automatic 1111 Web UI interface [18] as the most 
suitable platform to integrate within what we have coined as the “ROOTS: Grounding AI” process. 
Stable Diffusion as a platform provides the highest level of customisability giving students the option 
to choose models from online communities such as Huggingface [19]. Additionally, more than 300 
plugins are available through the automatic 1111 platform, further expanding students' options. We then 
evaluated Stable Diffusion's success rate in depicting the present in a culturally informed way. To 
standardise our results, we used this question: ‘How do Hawker Centres function in Singapore today?’ 
during an international placement in the region, as guidance to depict simple, everyday acts of eating or 
drinking in public hawker food markets. We conducted ethnographic testing, comparing images the 
researchers took to images generated by Stable Diffusion using descriptive prompts. Results from these 
initial tests showed us that the model alone could not fully capture the nuances of culturally specific 
environments and interactions. Figure 1 shows an example from the results of these initial tests. 
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Figure 1. Initial tests with Stable Diffusion showing stereotypical representations of 
Singapore 

We then conducted further ethnographic research and experimented with the addition of various plugins 
into the Stable Diffusion workflow to get a more accurate representation of present Singapore. 
Observational research and photographic artefacts were utilised as inputs to engineer hyper-specific 
prompts and newly generated images. By employing the ControlNet with Depth extension [20] on users' 
uploaded photos, a depth map of that image is created. An AI-generated image can be made building 
onto the depth map of the original photograph, making the overarching structure of the generated image 
consistent with the uploaded photo [21]. We evaluated the success of the images by assessing “How 
realistic are the generated outputs?” and “How closely were the prompts followed in the outputs?” for 
every image generated. The criteria outlined in these two questions allowed for further refinement of 
the process. The results of this exploration, as shown in Figure 2, showed Stable Diffusion to be 
successful in generating culturally informed outputs when hyper-specific prompts and real images 
sourced from the environment were used as the foundation. 
 

 
Figure 2. ControlNet Extension to generate image depth, leading to a more accurate output 

3.3 Applying the “ROOTS” process for generative AI speculative design 
Using the guiding question of “How will Hawker centres function in Singapore in the future?” we 
moved to examine how the “ROOTS” process might be applied to imagine how the interaction 
previously tested might look in the future for speculative design production. The first step in doing so 
was identifying possible futures to envision. Using the Singapore Centre for Strategic Future’s Foresight 
report [22], two key possible future trends were identified. Firstly, Singapore’s movement towards 
sponge city infrastructure as a solution to increasing inundation, and secondly, Singapore’s 
incorporation of SMART city technologies. Applying our process to imagining how interaction 
scenarios at Hawker centres might look if these possible futures became a reality allowed us to examine 
whether generative AI could accomplish a contextualised depiction of future Hawker centre scenarios. 
To speculatively imagine how these future trends might look in a Singaporean context, we used the 
Stable Diffusion setup outlined in the prior paragraph and updated prompt keywords from the present-
day context with new keywords describing the selected future trend. Figure 3 shows two examples of 
speculative images depicting Singapore as a sponge city and with SMART city technology respectively. 
Comparing these future images to the original images of the present taken during ethnographic research, 
it is clear to see instances where cultural codes and connotations have carried through.  
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Figure 3. Left to right: original photograph, sponge city future, SMART city future 

 
This last step allowed us to finalise the “ROOTS” process, with the aim being for the process to be used 
within design research and design education to generate images used to open discussions on wicked 
problems and critically reflect on how possible futures might look as a solution. Figure 4 depicts the 
“ROOTS” process, representing a path towards ethnically incorporating AI into the design process, 
whilst tackling relevant wicked problems in a culturally grounded, focussed manner.  

 

Figure 4. The ROOTS process from input to generation 

4 CONCLUSION AND LIMITATIONS 
Our research findings demonstrated that students are promptly adopting AI into their workflow for its 
great potential, however with valid concerns relating to ethical and responsible usage. Design education 
must provide students with guidance on responsibly incorporating AI in design processes. The rise of 
generative AI is accompanied by the expansion of design goals to incorporate solving system-wide, 
wicked problems through speculative design. For these developments to co-exist, designers need to have 
greater cultural awareness, whilst incorporating AI and speculative design in a culturally sensitive way. 
The goal being to ethically co-design future solutions with stakeholders, a rising need in collaborative 
generative AI usage [23]. The “ROOTS” process offers a framework to address these challenges, 
drawing on principles of AI ethnography to pave the way for ethical AI usage within the design process, 
particularly in the ideation, visual prototyping, and iteration stages of interventions, including designed 
products. The process can be applied to creative teams who engage with communities in the creation of 
a design intervention such as urban planners ideating on the design of public spaces, foresight 
practitioners looking to conceptually visualise ideal futures, and designers speculating on future services 
and products. However, it must be noted that this process is not without limitations. Firstly, the images 
generated using the “ROOTS” process mustn't be seen as final outputs, but rather as a catalyst for critical 
discussion and ideation. Secondly, the process should be used with caution, and by individuals who have 
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developed prior knowledge of the biases within AI datasets in order to utilise ethnographically informed 
inputs. Lastly, future research should further validate the process with diverse stakeholders. 

REFERENCES 
[1] Epstein Z., Hertzmann A., Akten M., Farid H., Fjeld J., Frank M. R. et al. Art and the science of 

generative AI. Science. 2023 Jun 16;380(6650):1110–1. 
[2] Bilgram V. and Laarmann F. Accelerating Innovation with Generative AI: AI-augmented Digital 

Prototyping and Innovation Methods. IEEE Engineering Management Review. 2023;51(2):1–5. 
[3] Dehouche N. and Dehouche K. What’s in a text-to-image prompt? The potential of stable 

diffusion in visual arts education. Heliyon. 2023 Jun 1;9(6).  
[4] Inie N., Falk J. and Tanimoto S. Designing participatory ai: Creative professionals’ worries and 

expectations about generative ai. In Extended Abstracts of the 2023 CHI Conference on Human 
Factors in Computing Systems 2023 Apr 19 (pp. 1-8).  

[5] Trickett E. J. Ecology, wicked problems, and the context of community interventions. Health 
Education & Behaviour. 2019 Apr;46(2):204-12. 

[6] Manzini E. Design when everybody designs: An introduction to design for social innovation. 
MIT press; 2015 Mar 6.  

[7] Head B. W. Wicked problems in public policy.  
[8] Divakaran A., Sridhar A. and Srinivasan R. Broadening AI Ethics Narratives: An Indic Art View. 

In Proceedings of the 2023 ACM Conference on Fairness, Accountability, and Transparency 
2023 Jun 12 (pp. 2-11). 

[9] Weisz J. D., Muller M., He J. and Houde S. Toward general design principles for generative AI 
applications. arXiv preprint arXiv:2301.05578. 2023 Jan 13.  

[10] Geyer W., Chilton L. B., Weisz J. D. and Maher M. L. Hai-gen 2021: 2nd workshop on human-ai 
co-creation with generative models. In 26th International Conference on Intelligent User 
Interfaces-Companion 2021 Apr 14 (pp. 15-17).  

[11] Hipólito I., Winkle K. and Lie M. Enactive artificial intelligence: subverting gender norms in 
human-robot interaction. Frontiers in Neurorobotics. 2023 Jun 8;17:1149303.  

[12] Sahoo M., Jeyavelu S. and Kurane A. editors. Ethnographic Research in the Social Sciences. 
Taylor & Francis; 2023 Jun 14.  

[13] Dunne A. and Raby F. Speculative everything: design, fiction, and social dreaming. MIT press; 
2013 

[14] Futuristic Gizmos, Conservative Ideals | Modes of Criticism [Internet]. 2015 [cited 2024 Mar 10]. 
Available from: https://modesofcriticism.org/futuristic-gizmos-conservative-ideals/ 

[15] Creswell J. W. and Creswell J. D. Research design: Qualitative, quantitative, and mixed methods 
approaches. Sage publications; 2017 Dec 12.  

[16] Johnson R. B. and Onwuegbuzie A. J. Mixed methods research: A research paradigm whose time 
has come. Educational researcher. 2004 Oct;33(7):14-26. 

[17] McCardle J. The Challenge of Integrating AI & Smart Technology in Design Education. a 
[Internet]. 2002;12(1):59–76. Available from: https://doi.org/10.1023/A:1013089404168 

[18] AUTOMATIC1111. Stable Diffusion web UI [Internet]. GitHub. 2022. Available from: 
https://github.com/AUTOMATIC1111/stable-diffusion-webui 

[19] Hugging Face. Hugging Face – On a mission to solve NLP, one commit at a time. [Internet]. 
huggingface.co. Available from: https://huggingface.co/ 

[20] lllyasviel. News: A nightly version of ControlNet 1.1 is released! [Internet]. GitHub. 2023. 
Available from: https://github.com/lllyasviel/ControlNet 

[21] How to Unlock Image Depth Control with ControlNet [Internet]. Automagically by Segmind. 
2023 [cited 2024 Mar 10]. Available from: https://blog.segmind.com/controlnet-depth/ 

[22] CENTRE FOR STRATEGIC FUTURES. FORESIGHT [Internet]. 2021. Available from: 
https://file.go.gov.sg/csfforesight2021.pdf 

[23] Epstein Z., Schroeder H. and Newman D. When happy accidents spark creativity: Bringing 
collaborative speculation to life with generative AI [Internet]. arXiv.org. 2022. Available from: 
https://arxiv.org/abs/2206.00533  


