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ABSTRACT 
The speed and proficiency of generative Artificial Intelligence (AI) systems have proliferated in recent 

years, enabling more people, including design students, to use AI-generated images for their projects. 

However, it has been well documented that the Large Language Models supporting AI generators have 

incorporated troublesome gender, cultural and race biases during training. Undergraduate students, 

whose visual culture and critical skills are still in development, often lack the capacity to identify such 

biases in the images they obtain when using AI generators. This can lead to visual outputs that perpetuate 

prejudiced representations of people. To better understand the nature of this problem and potential ways 

to mitigate it, we conducted a design probe study on a group of first-semester undergraduate design 

students in Lisbon, Portugal. The results of this study can be used by teachers to guide their students 

better and researchers to develop methodologies to help younger generations identify biases in AI 

generative systems. The impact of this research extends beyond the classroom and can benefit other 

educators and designers of future AI generative systems. Most importantly, it can contribute to curtailing 

the perpetuation of race, cultural and gender biases in today's society.  

Keywords: AI-Generated images, bias in AI, undergraduate design students, design probes, research 
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1 INTRODUCTION 

In the rapidly evolving landscape of AI techniques, the acceleration of ease and quality of automated 

media generation raises important concerns about the cultural biases we might perpetuate with these 

systems. The incorporation of AI-powered systems into a growing number of aspects of our lives 

requires a thoughtful examination of the ethical consequences that the automation of cultural tropes can 

have. The presence of potentially harmful biases concerning gender, race, age, and cultural background 

in AI-generated images has been well documented (Naik et al., 2023). These biases perpetuate harmful 

stereotypes, reinforce societal inequalities, and negatively impact marginalised communities. For 

instance, AI technology in the justice system demonstrates a clear bias towards black individuals when 

it comes to detecting and predicting criminals. (Angwin et al., 2016; Malik, 2023). The implications of 

bias in AI systems can reach beyond the digital interfaces, affecting real-world decisions and 

perpetuating social injustices. 

The field of AI, specifically Generative Machine Learning methods, has undergone considerable 

progress in recent years, leading to systems with the capacity to produce a broad range of imagery, 

including hyper realistic images, that can be indistinguishable from photographs. It could be argued that 

this represents a progression from post-photography, as it challenges conventional photography by 

exploring the modern image environment filled with abundant images and information (Moreiras, 2023). 

However, several studies have raised concerns about the unintentional perpetuation of biases often found 

in AI-generated media. According to Feng et al. (2022), gender biases in image search results 

significantly influence people's perceptions and reinforce existing biases. In our study, we chose to 

investigate the views of college students at the undergraduate level, as they are consumers and possible 

participants in this changing technological environment. 
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While the creation, reproduction, and perpetuation of cultural bias in imagery have long been subjects 

of investigation in Sociology, Psychology, and Communication and Media Studies, they remain less 

explored in the context of AI-aided design education. Accordingly, our research starts with a 

comprehensive strategy, integrating qualitative and quantitative techniques to investigate how 

undergraduate students interpret negative stereotypes in AI-generated images. Integrating design probes 

into the research process enables us to connect theoretical discussions on AI biases with a practical 

understanding of how young users experience these biases (Gaver, 1999). Many individuals argue that 

young students may lack the maturity to comprehend and recognise biases, prompting a need to assess 

the validity of this claim. The results of this research contribute to scholarly discussions and real-world 

initiatives in the continuous effort toward ethical AI advancement. 

2 BACKGROUNDS: BIAS IN GENERATIVE AI 

Generative AI, especially deep learning models, has made impressive progress in producing content, 

particularly images. These mechanisms, powered by extensive datasets, are trained to imitate patterns 

and styles found within the data used for training. This learning procedure gives rise to concerns 

regarding the possible perpetuation of biases that exist within the data. Researchers have uncovered a 

complex connection between culture and gender bias in LLMs, revealing how training in diverse cultural 

settings may result in varying forms and degrees of biases (Zhou et al., 2023a). Generative AI image 

models can generate highly detailed and lifelike images but are still susceptible to reproducing and 

perpetuating societal biases. 

AI biases can appear in various ways, such as gender, race, ethnicity, and cultural stereotypes. The most 

prevalent issue is gender bias, as shown in the research by Gorska et al. (2023), where 76% of images 

from nine popular text-to-image generators portrayed men. While some may contend that this simply 

reflects societal gender bias, research has demonstrated the prevalence of gender stereotyping in AI-

generated images, as compared to human perceptions, particularly showing a greater degree of gender 

stereotyping within work-related settings (García-Ull et al., 2023). In general, two main kinds of gender 

bias have been studied. Representational bias pertains to the unequal portrayal of men and women in 

different media contexts, especially the over-representation of women in stereotypical feminine 

positions. Presentational bias involves reinforcing biases in a gender-stereotypical manner, such as 

women being more inclined to exhibit smiling, calmness, or pitch downward in female-dominated 

professions (Sun et al., 2023). As AI plays a growing role in shaping decision-making processes and 

moulding our digital interactions, it is crucial to understand and address these biases.  

Nonetheless, there are other forms of biases that demand our attention. Recent studies have shown the 

existence of age bias in AI systems, indicating the need to also consider the viewpoints of older 

individuals (Chu et al., 2023). Cave et al. (2020) have also identified the predominance of whiteness in 

the racialisation of AI and its implications within critical race theory. The creators of these tools already 

recognise the issue, but resorting to a hasty fix, such as generating random images of people from various 

ethnic backgrounds, is also not an appropriate solution. Google's Gemini, for instance, was designed to 

display a variety of individuals but overlooked instances where such diversity should not have been 

shown, such as women holding the position of pope or black soldiers serving in the German army during 

WWII (Raghavan, 2024). While altering the databases and historical data used to train AI models may 

pose challenges, researchers, developers, and policymakers must take proactive measures to tackle these 

problems. 

3 METHODOLOGIES 

The study centred on first-semester undergraduate students enrolled in a design program. As newcomers 

in the industry, these students bring a distinct viewpoint that is not influenced by extensive familiarity 

with design conventions. This may lead to more genuine responses to AI-generated images. Salminen 

et al. (2020) state that artificially generated facial images have numerous potential applications, such as 

creating data-driven personas, advertising, virtual avatars, and fashion. Therefore, students need to 

understand the biases that may be present in these types of AI-generated images. To maintain the 

students' interest in the research and gather optimal data, we opted for a design probe study. This 

approach provides an innovative method to involve young people in immersive environments by using 

inquiries (Matos et al., 2022). This approach also embraces unpredictability and vagueness, offering a 

technique for studying specific audience groups during the initial phases of research (Černevičiūtė et 

al., 2022). Given the potentially sensitive nature of the study's content on biases, it was crucial to 
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prioritise ethical considerations. Steps were taken to ensure participant anonymity and confidentiality at 

every stage of the research. 

Participants in this research were shown a collection of AI-generated images specifically chosen to 

demonstrate different types of bias, including gender, race, and cultural stereotypes. In addition, every 

student was given a Design Probe task package containing a compact journal, cards featuring thought-

provoking terms (such as impoverished individuals, substance abusers, migrants, etc.), a paper for 

composing a letter to the AI tool of their choice, and a set of guidelines. The diary was the central 

element of the collection, requiring participants to contemplate the four images that Midjourney creates 

when given a prompt each day for seven days and articulate their emotional response. Prompts were 

given to assist them in reflecting on and analysing the images, with participants being allowed to express 

themselves through writing or drawing while ensuring complete anonymity of their responses. This 

multimodal method sought to capture both overt and covert responses, revealing participants' conscious 

reactions and potential unconscious perceptions of bias in the AI-generated images. 

A significant volume of data was collected through reflections recorded in personal diaries in reaction 

to biased AI-generated images, written responses on cards to provocative terms, and self-reflections 

following an attempt at creating a self-portrait with AI. Furthermore, the instructor conducted group 

discussions with the students to gather their perspectives as well as additional insights that might have 

yet to be included in their reports. After collecting data, thematic analysis and qualitative coding were 

used to identify recurring patterns, themes, and variations in the responses from participants. Due to the 

nature of the topic under investigation, we combined digital and analog materials. Digital probing 

methods allow for a more exploratory approach to uncovering contextual information and can provide 

subjective in situ perspectives that are frequently absent in broader studies (Koch et al., 2018; Megarry 

et al., 2023). This method enabled a comprehensive investigation into how first-semester design 

undergraduate students perceived, interpreted, and contextualised biases in AI-generated images. 

4 INSIGHTS INTO BIAS PERCEPTION AMONG UNDERGRADUATE 

STUDENTS 

The results of the investigation employing design probes with first-semester undergraduate students in 

design provide fascinating observations into the intricate realm of bias perception in images generated 

by AI. Contrary to initial assumptions, an important finding revolves around the students' capacity to 

recognise biases in the images they were shown. These students not only recognised the biases present 

in the images but also demonstrated an awareness of their own biases or those prevalent in society, 

aligning closely with Perry et al.'s (2015) proposal. The students who had no awareness of biases in the 

images also exhibited immature behaviour throughout the semester. It is possible that their limited 

experience directly impairs their ability to recognise both their own biases and those of others. 

We gathered information from 25 students, seven male and 18 female, between the ages of 18 and 20. 

In analysing the data collected from the students' reactions to bias in AI-generated images (Table 1), 

several notable patterns emerged. The dataset contains the reactions of the students within a span of 

seven days, during which they evaluated one set of images generated with Midjourney per day. The first 

column indicates their gender, feminine or masculine, and each daily evaluation includes a binary 

indicator of whether the student perceived bias (left column) and a coded summary of their comments 

(right column). The final column aggregates the number of instances out of seven where each student 

identified bias. Notably, the data reveals that a third of the students—highlighted in red—either did not 

perceive any bias or identified it in only one instance, whilst more than a third perceived bias in 5 or 

more of the images. This suggests a varying degree of sensitivity to bias among the students, with some 

potentially lacking the critical awareness or tools needed to recognize biases in AI-generated images. 

While this consideration is significant for design students, it is imperative to cultivate a comprehensive 

understanding of how students, in general, respond to bias. This knowledge is essential for educating 

future generations with heightened awareness, ultimately contributing to the reduction of bias in society. 

Upon coding the responses to the AI-generated images, we identified nine distinct types of reactions to 

perceived biases. These codes are as follows: Feminism (F), Racism (R), Stereotype (S), 

Underrepresentation (U), Pity (Y), Image Quality (IQ), Props (P), Looks (L) and Other (O). Notably, 

students who perceived bias frequently commented on gender (F) and racial (R) biases, highlighting 

issues of stereotypes (S) and underrepresentation (U). In contrast, those who did not perceive biases 

tended to focus on the aesthetics of the images, discussing aspects such as image quality (IQ), the props 

used in the background (P), and the physical appearance or looks (L) of the AI-generated humans. This 
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differentiation in focus underlines the varied perspectives among students and suggests that those who 

are more attuned to bias are inclined to critique the underlying social implications, while others 

concentrate on superficial or technical elements of the images. 

Table 1. Data that shows students’ reactions to bias in AI-generated images 

 
 

In general, the images that students found to be most biased were those depicting gender representation, 

according to Figures 1 and 2. This perception was predominantly observed by female students, while 

male students exhibited the lowest level of awareness towards biases present in the study. However, this 

idea is familiar, as fMRI research has demonstrated that individuals process information from members 

of their own group and those outside it in distinct ways, impacting how they perceive and interact with 

ingroup and outgroup members (Molenberghs et al., 2018). It is natural for students to encounter 

challenges when recognising biases from social groups that are different from their own to some degree. 

Moreover, some students who expressed negative views towards at-risk communities, such as 

immigrants, remained oblivious to any prejudices in the images presented to them, thereby confirming 

the assertion made earlier. 

A notable discovery was that students are reluctant to use AI to generate images. We received feedback 

such as "You can perceive that AI has a lot of stereotypes,” “Everyone looks the same,” etc. They argue 

that the images contain numerous imperfections, fail to depict reality accurately, are presented without 

proper context, and perpetuate stereotypes and preconceptions. Once more, this appears to be a prevalent 

response observed in individuals, as they often exhibit heightened sensitivity towards AI's inconsistent 

performance and tend to make harsher judgments regarding the fairness of AI decisions compared to 

their assessments of human experts (Jones-Jang et al., 20220), as well as a general preference for human-

made art or images than AI-generated (Zhou et al., 2023b). However, they will encounter AI-generated 

images, so it is crucial for them to grasp the prejudices that may be present in such images. 
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Figures 1. and 2. Images created with Midjourney on December 2023.  
Prompts: A doctor (left), CEO (right) 

5 CONCLUSIONS 

The results from a study using design probes showed that new undergraduate students in a design course 

were able to identify biases in the AI-generated images they were shown. Contrary to the initial 

expectations, most students not only recognised biases but also demonstrated an understanding of their 

own biases and those that are common in society. Female students, especially, were noted to be more 

sensitive to gender representation biases in comparison with their male classmates. The study 

emphasised the significance of taking into account some students' limited exposure and potential lack 

of maturity in identifying biases, underscoring the necessity for enhanced support in educational 

environments. The research also revealed that students were hesitant to utilise AI for producing images 

due to worries about flaws, absence of context, and reinforcement of stereotypes. Overall, the study 

provides significant findings that can assist educators in supporting students and shaping the design of 

approaches to increase understanding of biases in AI-generated content. 

In the future, we aim to replicate this study with students from various classes. This will allow us to 

gather a greater volume of data and enhance the quality of the study. As anticipated, some students did 

not fully complete the exercise, resulting in our analysis being based only on complete data. This study 

is part of a PhD research on AI bias. The data collected in this experiment will serve as the foundation 

for developing a model to instruct present and future designers about bias in AI-generated media. By 

fostering a new wave of designers with advanced technical skills and deep ethical awareness, we can 

lay the groundwork for a future in which AI technologies are created, analysed, and employed with an 

increased emphasis on accountability and diversity. 
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